1.5 Basis and Dimension

= Basis:

Linearly
Independent
Sets

Spanning

V. a vector space Sets

S=4{v, V¥, ..., v}V

(1) Sspans V (i.e., span(S) = V) 4

(Foranyuel, ch.vl. = AXx =u has at least one solution (If there 1s

\ exact one solution (det(A4) # 0) or if there are infinitely many
solutions (det(A4) =0))
(2) S1s linearly independent

(For Z c,v,=Ax = 0, there 1s only the trivial solution (det(4) # 0).
See the definition on Slide 4.49 and Ex 8 on Slide 4.50)

= S'is called a basis for V' (= For ) c¢,v,=4x, det(4) #0)

= Notes:
A basis S must have enough vectors to span V, but not so
many vectors that one of them could be written as a linear
combination of the other vectors in S 4.57



= Notes:
(1) the standard basis for R:
{i,j,k}, fori=(1,0,0),7=(0,1,0), k= (0,0, 1)
(2) the standard basis for R :
{e, e, ..., e}, fore,=(1,0,...,0), e,=(0,1,...,0),..., €,=(0,0,...,1)
Ex: For R%, {(1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1)}

X Express any vector in R~ as the linear combination of the vectors in the
standard basis: the coefficient for each vector in the standard basis 1s the

value of the corresponding component of the examined vector, e.g., (1, 3,
2) can be expressed as 1-(1, 0, 0) +3-(0, 1,0)+2:(0,0, 1)
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(3) the standard basis for mxn matrix space:

a. =1
{Ej|1<i<m , 1<5j<n },and in E; ¢ ,
other entries are zero

Ex: 2x2 matrix space:
I 0[O0 1(10 0|0 O
0 0|0 O|1 O[]0 1

(4) the standard basis for P, (x):

{1, x, x?, ..., x"}

Ex: Piy(x) {1, x,x%, x°}
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= Ex 2: The nonstandard basis for R?
Show that § = {v,,v,} = {(1,1), (1,-1)} is a basis for R’

2 €, TC =Y
(1) Foranyu=(u,,u,)e R", ¢,v,+¢c,v, =u =
Because the coefficient matrix of this system has a nonzero determinant, the

system has a unique solution for each u. Thus you can conclude that .S spans R’

¢, +c,=0
(2) For v, +c,v, =0 =
¢, —c,=0
Because the coefficient matrix of this system has a nonzero determinant, you
know that the system has only the trivial solution. Thus you can conclude that S is
linearly independent

According to the above two arguments, we can conclude that S

1s a (nonstandard) basis for R’
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« Theorem 1.8: Uniqueness of basis representation for any vectors

It §= {Vl, Ve, Vn} 1s a basis for a vector space V, then every
vector 1n V can be written 1n one and only one way as a linear
combination of vectors in §
Pt:
5 1sabasis = { 8% LSS*piinl(i‘ISlV)e;‘ll; independent
wspan(S) =V Let v=cv,tc,v,t...+c, v,
v=>b,vtbyv,+...+b, v,
= Vv+(EEDv=0=(c;=b)v, t(c;— bV, + ... +(¢,— DYV,
" § 1s linearly independent = with only the trivial solution

—> coefficients for v, are all zero
= ¢, =by,¢;=b,,...,c,= b, (i.e., unique basis 1representati0n)4 .



«Theorem 1.9: Bases and linear dependence

If S ={v,,v,,---, v, }is a basis for a vector space V, then
every set containing more than » vectors in V' 1s linearly
dependent (In other words, every linearly independent set
contains at most n vectors)

Pt:
Let Si={u,u,,...,u,} , m>n
cspan(S) =V
uel/ = W TV Te,V,+ 1 C,Y,

u =cqc,.v, -|-(32mV2 + °°°+Cann
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Consider kyu,+iku,+...+k,u, =0
(if &;’s are not all zero, S, 1s linearly dependent)

— d1V1+d2V2+. . -l-ngn: 0 (dl — Cilkl—l_CiZkZ—l—' . '—I_Cimkm)

sSisLIL.= d=0 Vi 1ie., ¢k +cyk, ++c,k,=0
Cy ke, +cpky+-4+c, k=0

c .k +c k,+-+c k =0

'* Theorem 1.1: If the homogeneous system has fewer
equations (n equations) than variables (k, k», ..., k,,), then
it must have infinitely many solutions

. m>n= ku,tku,t...+k u, = 0 has nontrivial (nonzero) solution

= §; 1s linearly dependent 463



« Theorem 1.10: Number of vectors 1n a basis

If a vector space V' has one basis with n vectors, then every
basis for V' has n vectors

Pf: x According to Thm. 1.9, every linearly independent set contains at most n vectors
in a vector space if there is a basis of n vectors spanning that vector space

S=4{v,Vy ...,V,} o .
, are two bases with different sizes for V'
S'={u,u,,...,u,}

. . . 3 h
S 1s a basis spanning V’

. F>MmMSn
S' 1s a set of L.I. vectors

. . . A g:n:m
S' 1s a basis spanning V
r=>n<m

S 1s aset of L.I. vectors | )

»& For R3, since the standard basis {(1, 0, 0), (0, 1, 0), (0, 0, 1)} can span this vector
space, you can infer any basis that can span R> must have exactly 3 vectors

> For example, S = {(1, 2, 3), (0, 1, 2), (-2, 0, 1)} in Ex 5 on Slide 4.44 is another basis
of R3 (because S can span R3 and S is linearly independent), and S has 3 vectors 464



« Dimension:

The dimension of a vector space V' 1s defined to be the
number of vectors in a basis for V'

V. a vector space S: a basis for V

= dim(}V) =#(S) (the number of vectors in a basis )

= Finite dimensional:
A vector space V' 1s finite dimensional 1f it has a basis
consisting of a finite number of elements

= Infinite dimensional:

If a vector space V' 1s not finite dimensional, then 1t is called
infinite dimensional
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dim(V)=n

= Notes:
(1) dim({0}) =0

(If V consists of the zero vector alone,
the dimension of V' is defined as zero)

Linearly
Independent
Sets

Spanning
Sets

Bases

(2) Given dim(V) = n, for ScV ~ #S)zn #S)=n #S)<n

S: a spanning set = #(S) = n (from Ex 5 on Slides 4.44 and 4.45)

S:a L.l set = #(S) < n (from Theorem 4.10)
] (Since a basis 1s defined to be a set of L.1I.
S: a basis — #(S) — N vectors that can spans V, #(S) = dim(V) = n)

(see the above figure)

(3) Given dim(V) = n, if W 1s a subspace of V= dim(W) < n

»< For example, if /= R3, you can infer the dim(7?) is 3, which is the number of
vectors 1n the standard basis

> Considering W = R2, which is a subspace of R3, due to the number of vectors in
the standard basis, we know that the dim(7) is 2, that is smaller than dim(7)=3 4.¢6



« Ex: Find the dimension of a vector space according to the
standard basis

»< The simplest way to find the dimension of a vector space is to count the
number of vectors in the “standard” basis for that vector space

(1) Vector space R” = standard basis {e;,e,, ..., e,}
= dim(R") =n
(2) Vector space M,,,, = standard basis {£); | 1<i<m , 1<5j<n}

X =1
and 1n E,-J- {a’f

other entries are zero
= dim(M,,,,,) = mn
(3) Vector space P,(x) = standard basis {1, x, x%, ... , x"}
= dim(P,(x)) = n+1
(4) Vector space P(x) = standard basis {1, x, x%, ...}
= dim(P(x)) = 67



« Ex 9: Determining the dimension of a subspace of R
(a) W= {(d, c —d, c): c and d are real numbers}
(b) W= {(2b, b, 0): b 1s a real number}

Sol: (Hint: find a set of L.I. vectors that spans the subspace, 1.e., find a basis for the
" subspace.)

(@) (d,c—d,c)=c(0,1,1)+d(1,-1,0)
=5={0,1,1),(1,-1,0)} (S1s L.I. and S spans W)
— S'1s a basis for W
= dim(W) =#(S) =2

(b) -+ (2b,b,0)=b(2,1,0)
= S5={(2,1,0)} spans W and S'1s L.I.
— S'1s a basis for W

= dim(W) = #S) = 1
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= Ex 11: Finding the dimension of a subspace of M,,,

Let W be the subspace of all symmetric matrices in M,.,.

What is the dimension of W?

Sol:

a b \
W:{ }a,b,ceR
b c
a bl [1 0] [0 1 0 0
a =a +b +c
b c 0 0 1 0 0 1
— 1 O,O 1,0 0 spans W and S'1s L.I.
O o1 0|0 1

= Si1sabasis for W = dim(W)=#(S)=3

A4
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= Theorem 1.11: Methods to identify a basis in an n-dimensional
space
Let V' be a vector space of dimension n

(HIf §= {VI,V2,° : °,Vn} 1s a linearly independent set of
vectors in V, then S 1s a basis for V'

2)If §= {Vsz»'“aVn} spans V, then S is a basis for V/

(Both results are due to the fact that #(S) = n)

dim(V) =n

Linearly
Bases| Independent
Sets

Spanning
Sets

#(S)=>n
#(S)=n A= 4.70
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