1.1 Vectorsin R”

= An ordered n-tuple:

a sequence of n real numbers (x,,x,, -, x,)

= R"-space:
the set of all ordered n-tuples

n=1  R'-space = set of all real numbers
(Rl-space can be represented geometrically by the x-axis)

n=2  R’-space = set of all ordered pair of real numbers (x7,X,)

(Rz-space can be represented geometrically by the xy-plane)

n=3  R’-space = set of all ordered triple of real numbers (x1,%5,X3)

(R3-space can be represented geometrically by the xyz-space)

n=4  R‘space = set of all ordered quadruple of real numbers (x;,X,,X;,X,)
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= Notes:
(1) An n-tuple (x,,x,,---,x, ) can be viewed as a point in R"
with the x;’s as 1ts coordinates
(2) An n-tuple (x,,x,,---,x ) also can be viewed as a vector
x =(x,,X,, -+, x,) in R" with the x,’s as its components
= Bx:

---------------- * (xpxz) (xlaxz)
or

(0.0)

% A vector on the plane is expressed geometrically by a directed line segment
whose initial point is the origin and whose terminal point 1s the point (x;, x,)

a point a vector
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u=(ul,u2,---,un), V:(vl,vz,---,v) (two vectors in R")

n

= Equality:
u=v ifandonly if uw, =v,, u,=v,, ==+, u, =v

= Vector addition (the sum of u and v):
u+v=(u, +v,u,+v,, - u, +v )

= Scalar multiplication (the scalar multiple of u by c¢):
cu = (cul,cuz,---,cun)

= Notes:
The sum of two vectors and the scalar multiple of a vector

in R" are called the standard operations in R"
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= Difference between u and v:

u-v=u+(-)v=w —v, u,—v,, Uy —Vy, U —V)

= /ero vector:

0=(0,0,...,0)
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= Notes:

A vector u = (u,,u,,...,u, ) In R" can be viewed as:

Use comma to separate components

a 1xn row matrix (row vector): w=[u u, - u, |

Use blank space to separate entries - -

or u,

a nx1 column matrix (column vector): wu=

»<¢ Therefore, the operations of matrix addition and scalar multiplication
generate the same results as the corresponding vector operations (see the
next slide)
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Vector addition Scalar multiplication

U+v=_(u,y, -, u,)+O,v,,,v,) ca=c(u, u,, -, u,)

=(U, +v,, Uy, +V,, - u, +Vv) = (cu,,ciy,**+, CU,)

Regarded as 1 Xz row matrix

u-I-V=[M1 uz un]_l_[vl V2 Vn] Cll=C[M1U2"'Un]
=lu,+v, u, +v, - u, +v | =[cu, cu, -+ cu,]

Regarded as nXx 1 column matrix

U, v U +v U, cu,
u \ % u, +v
2 2 2 TV u cu
Uu-+v= . + . — . cu=c 2 = 2
_un_ _Vn_ _un + Vn_ _un_ _cun_
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« Theorem 1.1: Properties of vector addition and scalar multiplication

Let u, v, and w be vectors in R”, and let ¢ and d be scalars
(1) utv is a vector in R" (closure under vector addition)
(2) UTV = VTU (commutative property of vector addition)
(3) (utv)+w = uH(v+w) (associative property of vector addition)
(4) ut0 = u (additive identity property)

(Note that —u is just the notation of the additive inverse

(5 ) u-l-(—u) — 0 (additive inverse p roperty) of u, and —u = (—1)u will be proved in Thm. 4.4 )

(6) cu1s a vector in R (closure under scalar multiplication)

(7) c(u+v) = cutcv (distributive property of scalar multiplication over vector
addition)

(8) (ctd)u = cutdu (distributive property of scalar multiplication over real-
number addition)

(9) c(du) = (Cd)ll (associative property of multiplication)
(10) l(ll) = U (multiplicative identity property)

»< Except Properties (1) and (6), these properties of vector addition and scalar
multiplication actually inherit the properties of matrix addition and scalar
multiplication in Ch 2 because we can regard vectors in R" as special cases of matrices 4.8



= Ex 5: Practice standard vector operations in R*
Letu=(2,-1,5,0),v=(4,3,1,—-1),and w = (-6, 2, 0, 3) be
vectors in R*. Solve x in each of the following cases.

(a) X =2u— (v + 3w)
(b) 3(x+w) =2u — v+x

Sol: (a) x=2u—(v+3w)
=2u+(—1)(v+3w)
=2u—V—3wW (distributive property of scalar multiplication over vector
(4, =2, 10, 0)=(4"3, 1, =1)—(~18, 6, 0, 9)
=(4-4+18, -2-3-6,10-1-0, 0+1-9)
=18, —-11, 9, —8)
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(b) 3(x+w)=2u-v+x
3X+3w=2u—-v+Xx (distributive property of scalar multiplication over vector addition)
IX—x=2u- VvV — 3W (subtract (3w+x) from both sides)
2X =2u—v—-3w
X=U-— % V — %W (scalar multiplication for the both sides with a scalar to be 1/2)
— -3 -1 1 —9
=(2,-1,5,0)+(-2,3,3,4)+(9,-3,0,3)
— —11 9
— (99 T 90 _4)

1
2
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= Notes:
(1) The zero vector 0 in R" is called the additive identity in R" (see
Property 4)
(2) The vector —u 1s called the additive inverse of u (see
Property 35)

= Theorem 1.2: (Properties of additive 1dentity and additive inverse)

Let v be a vector in R" and ¢ be a scalar. Then the following
properties are true

(1) The additive identity is unique, i.e., if v+u =v, u must be 0

(2) The additive inverse of v 1s unique, 1.e., if v+u = 0, u must be —v
3)0v=20

(4)c0=0
S)Ifcv=0,eitherc=0o0rv=20

. (Since —v + v = 0, the additive inverse of —v is v, 1.e., v can be expressed as —(—
(6) _(_V) -V v). Note that v and —v are the additive inverses for each other) 4.11
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= Linear combination in R":

The vector x 1s called a linear combination of Vv,,v,,...,V

if 1t can be expressed in the form
X=cV,+c,Vv,+---+c Vv, ,wherec, c,,..., ¢, are real numbers

=" Ex 6:
Givenx = (-1,-2,-2),u=(0,1,4), v=(-1,1,2), and
w=(3,1,2) In R3, find a, b, and ¢ such that x = autbv+tcw.

Sol:
—-b + 3¢ = -1

a + b + ¢ = =2
4a + 2b + 2c

—a=1,b=-2, c=-1

I
I
\®)

Thus x=u-2v-w il



Keywords in Section 1.1:

ordered n-tuple
R"-space

equal

vector addition
scalar multiplication
Zero vector

additive 1dentity
additive inverse

linear combination

4.13



